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Summary of RF Technology Working Group (T3)

C. Adolphsen, J. Cornuelle, T. Lavine, H. Padamsee, S. Tantawi

The next-generation linear collider will require high-power microwave sources and accelerating systems vastly more challenging than its predecessor, the Stanford Linear Collider (SLC).  Cost efficiency will demand high accelerating gradient to achieve beam energies five to ten times greater than in the SLC.  Luminosity goals 10,000 times greater than the SLC demand efficient creation of the highest possible beam power without degradation of beam emittance.

The past decade of R&D has demonstrated the feasibility of two technical approaches for building a 500-GeV center-of-mass collider with attractive options for future upgrade.  The TESLA R&D program offers the prospect of 1.3-GHz superconducting rf linacs with 23.5 MV/m gradient that can be upgraded later to 35 MV/m gradient by doubling the number of klystrons and the cryo plant, to reach 800 GeV in the center of mass.  The NLC and JLC programs offer the prospect of 11.4-GHz room-temperature linacs that can later be extended to 1 TeV by doubling the number of structures and klystrons, and to 1.5 TeV by additionally increasing gradient or length.  Both programs offer a 500-GeV linear collider project start within the next few years (2-3 years for TESLA, 3-4 year for NLC) based on available technology validated by experiments at numerous, complementary test facilities.  Both offer their upgrades as a result of further progress in R&D that is already underway.

While both the 1.3- and 11.4-GHz approaches use klystron power sources, a longer-range design study for a two-beam accelerator, the CERN Linear Collider (CLIC) may offer a path to multi-TeV collisions after approximately six years of further R&D.

Power Sources

The push to higher gradients for the room-temperature machines has utilized higher frequencies and corresponding increases in field strength and decreases in pulse length and stored energy.  The high frequencies allow the same rf-to-beam transfer efficiency to be achieved for a fixed current at a higher gradient with less rf energy per pulse. The cost-optimal unloaded gradient for the NLC is about 70 MV/m.   CLIC studies for 3-TeV center-of-mass energy are based on 170-MV/m unloaded gradient.
High-power sources of the longest possible pulse-width are desirable for high efficiency and low cost.  The use of superconducting accelerator structures in TESLA reduces the peak rf power requirement, permits 1.5 millisecond pulse width, and allows large interbunch spacing and high rf-to-beam power transfer efficiency.
A seven-beam klystron has been developed with industry for TESLA.  It can operate with moderate high-voltage (110 kV) and high efficiency (70% goal) due to reduced space-charge forces in the vacuum tube.  One of the initial tubes produced has operated at 65% efficiency at the 10-MW design power, 1.5-ms pulse length, and 5-Hz pulse rate (although 10 Hz will be required of some of the klystrons for FEL operation). This tube was used in the TELSA Test Facility at low power, and more have been produced.  The full klystron output pulse in TESLA will be divided to feed 36 nine-cell superconducting cavities.

The pulse-width required for the 11.4-GHz accelerator structures of the NLC and JLC is 400 ns.  Klystrons have been developed, for efficiency and cost, to generate wider pulses (3.2 microseconds for NLC, 1.6 microseconds for JLC) that get compressed in time as they are delivered to the accelerator.  The klystrons developed for this purpose during the past decade produce 75-MW output, which approaches the practical limit for single beam klystrons.  A major advancement was the use of periodic permanent magnet focusing of the klystron beam instead of conventional power-consuming electromagnetic solenoids.  Both NLC and JLC have produced klystrons that meet the peak power and pulse-width requirements with acceptable efficiency above 50%.  The pulse width in testing to date has been limited by the high-voltage pulse modulators.  However, widening the pulse would produce diminishing returns because of the increased cost of the pulse compression system.  The current program is to continue to develop the klystrons in association with industry to improve manufacturability and cost, and to achieve reliable operation at the design pulse repetition rate (120 Hz for NLC, 150 Hz for JLC).

While klystron technology is satisfactory for linear collider applications at 11.4-GHz, novel sources are under study for higher power and higher frequency acceleration.  Multiple-beam and sheet-beam klystrons are being studied at SLAC and at Calabazas Creek Research, Inc. (CCR), in Santa Clara, California.  Higher frequency sources in the 10-1000 MW peak power range are under investigation.  Gyroklystrons at the University of Maryland have demonstrated 20-75 MW peak power at frequencies of 8-17 GHz.  A 91-GHz gyroklystron is being built by CCR with a goal of 10 MW peak power.  CPI, in Palo Alto, is designing a 50-MW gyroklystron at 30 GHz for CLIC studies (prior to the availability of drive-beam power generation).  Innovative research is also underway on high-power magnicons at 11 and 34 GHz, at the U.S. Naval Research Lab (NRL), and at Omega-P, Inc., in New Haven, Connecticut.

The microwave pulse compression needed to transform the output of 11-GHz klystrons to the narrower pulse width and higher power required by NLC and JLC accelerator structures is challenging.  The pulse compression and power distribution system must be efficient and inexpensive.  The Delay Line Distribution System (DLDS), first proposed at KEK, was adopted as the best of available choices.  Components of a two-mode version of the DLDS have been developed at SLAC to further reduce the net length of transmission line.  For the NLC, this system combines the power from eight 75-MW klystrons and routes it up-beam in a sequence of eight (shorter) pulses to feed eight separated sets of accelerator structures.  The DLDS for JLC is similar; the narrower klystron pulses sequentially feed only four sets of structures.  DLDS components have been tested at peak power levels up to 500 MW and a test of all the critical components of a full system at the nominal (600-MW) peak power, pulse width and energy is planned in the next two years.

Although passive components have been at the center of research for pulse compression systems, active components such as switches and phase shifters can be the basis of the next generation of more elegant, efficient and low-cost pulse compression systems.  Research on the topology of active systems is being conducted at SLAC and some of its basic principles and scaling laws have been established.  Overmoded active components based on semiconductor devices and magnetic materials have been designed and demonstrated at power levels around 10 MW at 11 GHz.  Researchers at the Institute for Applied Physics (Nizhny-Novogorod, Russia), Omega-P, and NRL have demonstrated pulse compression to 15 MW using a plasma switch.  This work is in the early stages of development.

The CLIC study focuses on using low-frequency, long-pulse klystrons with high-frequency, 30-GHz room-temperature accelerator structures.  In a novel form of pulse compression, the low-frequency rf is to be used to accelerate trains of bunches in 1.2-GeV “drive linac” that produces 80-MW of average beam power; the train is to be compressed in a series of chicanes and combiner rings, and routed sequentially up-beam to decelerator structures that will transform the 30-GHz harmonic power from the train (over 200 MW per decelerator structure) to the high-gradient accelerator.  Tests so far have generated low power (30 MW) in short (16 ns) pulses.  At least six years will be required to demonstrate the feasibility of this technology sufficiently to pursue a CLIC-type collider.

Accelerator Structures

A challenge for NLC and JLC has been to achieve the desired high gradients in prototype accelerator structures. Early tests had indicated that more than 100 MV/m should be attainable at 11.4 GHz.  However, these tests were done with either standing wave or short (< 30 cm long), low group velocity (< 0.05c) structures due to the limited rf power available at the time.  The structures developed later to minimize costs were longer (180 cm) and had higher group velocity (0.12c) and so required higher input power.  With improvements to the high power testing capability at the NLC Test Accelerator (NLCTA) in the past two years, tests of structures at high gradient showed damage (change in phase advance per cell) at unloaded gradients above 45-50 MV/m.  The pattern of damage, and microwave circuit analysis, suggested that the high group velocity in the structures was efficiently transferring the stored energy to the breakdown sites, exacerbating the damage.  An aggressive R&D program has been launched during the past year to develop lower group-velocity structures and improve cleaning and handling procedures.  The results have been encouraging: gradients up to 80 MV/m have been achieved without observed damage.  Work is continuing to achieve a greater margin for reliable operation at the nominal 70 MV/m unloaded gradient in large-scale production.  The CLIC group has also seen damage in their test structures and are also pursuing R&D in this area.

Another challenge of high-frequency rf structures is suppression of the long-range transverse wakefields that, if not reduced by about two orders of magnitude, will disrupt the multi-bunch trains proposed for NLC, JLC and CLIC.  During the past decade, SLAC and KEK have jointly developed and demonstrated effective methods for damping and detuning the deflecting modes in 1.8-m long, 11.4-GHz structures.  After validating the high-gradient performance of test structures in the NLCTA at SLAC, the next step will be to modify the iris size for NLC/JLC structures to produce an acceptable short-range wakefield, and to apply the well-developed long-range wakefield-suppression techniques.  The CLIC study group is planning on heavily damping the deflecting modes in their own 30-GHz structures. 

TESLA plans to prevent multi-bunch beam break-up in its millisecond-long, 3000-bunch train by damping the higher-order modes in the 1.3-GHz superconducting cavities using external loads.  In experimental tests, all but one of the modes have been successfully damped, and a re-orientation of the output coupler has been proposed to damp the remaining mode.  Very high frequency modes must be absorbed by suitable material inserted into the beam pipe between cryomodules to avoid additional heat load into the helium at 2K.

At the DESY TESLA Test Facility (TTF) site, a large number of industrially-produced nine-cell structures (1-m active length) have reliably reached gradients of 25–30 MV/m in cavity acceptance tests.  To reach these gradients, high-purity niobium is used to prevent thermal breakdown of superconductivity, while high pressure rinsing and clean room assembly techniques are used to reduce field emission and voltage breakdown.  In completed cryomodules of eight, nine-cell cavities for the TTF beam, one unit has reached 22 MV/m average gradient.  Gradients for cryomodules have been steadily rising as final assembly techniques are improved.  The maximum accelerating gradient for TESLA structures will be limited to 50–60 MV/m by the critical rf magnetic field.

An industrial base for superconducting cavity fabrication was established for LEP.  Industry has acquired the generic superconducting rf technology, which includes cavity chemistry, high pressure rinsing, cryomodule fabrication, and cryomodule assembly in clean rooms.  Three companies have made cavities for the TTF.

R&D is in progress to increase superconducting rf gradients.  Electropolishing instead of the standard chemical polishing eliminates grain boundary steps so that gradients of 40 MV/m at Q values above 1010 are now reliably achieved in single cells at three laboratories (KEK, TTF/CERN and TJNAF).  The highest gradient achieved was 42 MV/m.  Preparations are underway to electropolish nine-cell cavities. 

There has been substantial progress in cost reduction by increasing the number of cells per cavity to nine, and the number of cavities inside one cryomodule to twelve, and by integrating the cryogenic distribution system into the cryomodule.  A superstructure based on a nine-cell pair offers more cost reduction, and will be tested in the near future.  Further cost reduction efforts are forthcoming in new weld-free cavity fabrication techniques, such as spinning and hydroforming.

Superconducting rf (srf) technology recently has made substantial inroads into a variety of accelerator applications for light sources and neutron, neutrino, and muon sources.  500 MHz cavities for the Cornell Electron Storage Ring (CESR) have been adopted by two new light sources under construction.  The TTF (and perhaps TESLA) will serve the FEL user community.  The U.S. Spallation Neutron Source has changed its baseline to use srf cavities to accelerate beams from 200 MeV to 1 GeV.  Los Alamos National Lab in the U.S. and INFN in Italy are developing srf technology for a high-intensity proton accelerator for transmutation of nuclear waste.  CERN is studying the use of the LEP-II srf cavities for a high intensity proton linac for advanced neutrino beams.  The RIA will use srf technology.  TJNAF in the U.S. and JAERI in Japan have operated infra-red FELs producing 2-kW average power for materials processing applications.  Feasibility Studies I and II in the U.S. for a Neutrino Factory are based on 200-MHz srf cavities; a prototype is under development.  Subsystems of a future muon collider potentially will use srf.

