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In the NLC, the energy variation along the multi-bunch beam pulse will be controlled by preloading the structure with a ramped rf profile which is followed by constant amplitude rf. The rf amplitude modulation will be achieved by combining the outputs of pairs of oppositely phase-modulated klystrons through a hybrid. Such agile phase modulation is currently used in the NLCTA[1]. The duration of the required ramp is nominally the fill time minus the structure length divided by c. This is illustrated in Figure 1, which shows qualitatively the rf pulse shape and (with different shading) how it fills the structure at beam injection, at steady state, and at a point inbetween. The increasing gradient from the injected rf cancels the increasing retarding field due to beam loading build-up.

The shape of such a ramp, linear or nearly linear in field strength, has been previously calculated by Kathy Thompson[2] for a constant gradient structure and by David Farkas and Perry Wilson[3] for the detuned structure. For those calculations, a constant charge per bunch along the bunch train was assumed. More realistically, we might expect a bunch envelope which varies somewhat from a perfect square pulse, with some rise time, slope, or ripple. This note develops, from basic equations, a method for calculating the tailored rf profile necessary to compensate beam loading for an arbitrary (bunched) beam current pulse shape.

For the purpose of beam loading calculation, it is necessary to know certain characteristics of the accelerator structure, such as the shunt impedance, quality factor, and group velocity, or, alternatively, the loss parameter, attenuation parameter, and group velocity. These generally vary smoothly along the structure’s length. We shall treat them as continuously varying functions of position, rather than as discrete parameters evaluated for each cell. For the NLCTA detuned structure, they were obtained by running the code MAFIA for fifteen representative cells and using a cubic spline interpolation.

The power flowing past any point in the accelerator structure is

$$P = \omega v g,$$

and the loss parameter per unit length is given by
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We can thus express the accelerating field by

\[ E_a = 2\sqrt{k_i w} = 2\sqrt{\frac{k_i}{v_g}} P^{1/2}. \]

Since power is proportional to electric field squared, let’s write

\[ E_a = \sqrt{\frac{k_i}{v_g}} E_{rf}, \quad \text{with} \quad E_{rf}(t) \equiv \sqrt{P_{in}(t)}. \]

As it flows along the structure, power is attenuated by ohmic loss as

\[ P(s) = P_{in} \exp \left( -2\int_0^s a(s')ds' \right), \quad \text{where} \quad a(s) = \frac{\omega}{2v_g(s)Q_0(s)}. \]

Let the beam enter the structure at time \( t = 0 \). The rf should reach the end of the structure just as the beam does, at \( t = L/c \). Any energy arriving sooner would be wasted, never seen by the beam. If we call the leading edge of the power pulse \( P(0) \), then at time \( t = 0 \), \( P(T_f - L/c) \) is entering the structure, and the accelerating field along the structure is

\[
E_a(s, t = 0) = 2\sqrt{\frac{k_i(s)}{v_g(s)}} \sqrt{P(T_f - \frac{L}{c} - \int_0^t \frac{ds'}{v_g(s')}} e^{-2\int_0^s a(s')ds'}
\]

\[
= 2\sqrt{\frac{k_i(s)}{v_g(s)}} E_{rf} \left( T_f - \frac{L}{c} - \int_0^s \frac{ds'}{v_g(s')} \right) e^{-\int_0^s a(s')ds'}
\]

Now, an electron bunch entering the structure at time \( t \) reaches position \( s \) at time \( t + s/c \), so the total acceleration it gets from the rf (neglecting beam loading) is given by

\[
V_{rf}(t) = \int_0^t 2\sqrt{\frac{k_i(s)}{v_g(s)}} E_{rf} \left( T_f - \frac{L}{c} + t + \frac{s}{c} - \int_0^s \frac{ds'}{v_g(s')} \right) e^{-\int_0^s a(s')ds'} ds
\]

Note that we assume the rf phase is constant and the beam is highly relativistic and on crest. A cosine factor could be added to make the problem more general. We also assume a tightly bunched beam. If the beam cannot be treated as a time series of weighted delta functions, the square of the bunch form factor should multiply the loss parameter here and in what follows.

Defining the useful function

\[ \tau_0(s) \equiv \int_0^s \left( \frac{1}{v_g(s')} - \frac{1}{c} \right) ds', \]

we can rewrite the above equation as
\[ V_d(t) = \int_0^L \left[ \frac{k_i(s)}{v_g(s)} \right] E_d(t + \tau_0(L) - \tau_0(s)) e^{-\int_{s'}^s \alpha(s') ds'} ds. \]

The single-bunch beam loading is given by
\[ V_{bl}^b(t) = \int_0^L k_i(s) ds \frac{q(t)}{f_b} = \frac{K_0}{f_b} I(t), \]
where \( f_b \) is the intra-pulse bunching frequency. This small contribution only affects energy variation when the current is not a square pulse. For practicality, we omit the effect of higher order mode loss parameters.

The multi-bunch beam loading is more complicated. Charge traversing the structure deposits locally an energy per unit length
\[ w(s) = k_i(s) q^2, \]
inducing an accelerating field
\[ E_a = 2\sqrt{k_i w} = 2k_i q. \]
As this energy travels along the structure, it is attenuated as \( e^{-\int_{s'}^s \alpha(s') ds'} \) and compressed as \( v_g(\sigma)/v_g(s) \), where \( \sigma \) is the point of origin of the deposited energy and \( s \) its current position. Thus
\[ E_a(s, \sigma) = 2\sqrt{k_i(s)k_i(\sigma)q^2} \left( e^{-\int_{s'}^s \alpha(s') ds'} \right) \left( \frac{v_g(\sigma)}{v_g(s)} \right) \]
\[ = 2\sqrt{k_i(s)k_i(\sigma)} \left( \frac{v_g(\sigma)}{v_g(s)} \right) e^{-\int_{s'}^s \alpha(s') ds'} q. \]

Now, when an element of charge \( Z(t) dt \) arrives at position \( s \) at time \( t + s/c \), it “sees” the accumulation of fields generated by preceding charge elements \( (t < t) \) at upstream positions \( \sigma(s, t - t') \) and times \( t' + \sigma(s, t - t')/c \), modified by the appropriate factors. Simultaneous arrival at \( s \) requires
\[ t + \frac{s}{c} \left( t' + \frac{\sigma(s, t - t')}{c} \right) = \int_{\sigma(s, t - t')}^s \frac{ds'}{v_g(s')} \]
The position \( \sigma(s, t-t') \) is thus determined from
\[ \tau = \int_{\sigma(s, t)}^s \left( \frac{1}{v_g(s')} - \frac{1}{c} \right) ds', \]
with \( \tau = t - t' \). The (non-self) multi-bunch beam loading voltage is given by the double integral
\[
V_{bl}^{mb}(t) = 2 \int_{0}^{\frac{L}{\max[0,1-t\sigma(s)]}} \int_{0}^{t} I(t') \sqrt{k_i(s)k_i(\sigma(s,t-t'))} \frac{\nu_x(\sigma(s,t-t'))}{v_x(s)} e^{-\frac{1}{\alpha(s,t)}} dt' ds.
\]

The first choice for the lower limit on the time integration is determined by the assumption that \(I(t < 0) = 0\), and the second by the fact that no energy comes from position \(\sigma < 0\). Changing variables to \(\tau = t-t'\), we can recast the above equation as

\[
V_{bl}^{mb}(t) = 2 \int_{0}^{\frac{L}{\min[t,\tau_\sigma(s)]}} \int_{0}^{\tau_\sigma(s)} I(t-\tau) \sqrt{k_i(s)k_i(\sigma(s,\tau))} \frac{\nu_x(\sigma(s,\tau))}{v_x(s)} e^{-\frac{1}{\alpha(s,t)}} \tau ds d\tau.
\]

(The limits of integration may be made more explicit by the expansion
\[
\int_{0}^{\frac{L}{\min[t,\tau_\sigma(s)]}} \int_{0}^{\tau_\sigma(s)} \rightarrow \int_{0}^{\frac{L}{\tau_\sigma(s)}} \int_{0}^{\tau_\sigma(s)} + \int_{\tau_\sigma(s)}^{\frac{L}{\tau_\sigma(s)}} \int_{0}^{\tau_\sigma(s)} \text{, where } \tau_0(s_0(t)) = t.)
\]

The lower limit in the \(\tau\) integration above should be an exclusive limit, so that the charge at time \(t (\tau = 0)\) does not contribute. Combining with the single-bunch beam loading, then, gives the total beam loading voltage loss

\[
V_{bl} = V_{bl}^{rb} + V_{bl}^{mb}.
\]

The total voltage gain in traversing the energized structure (on crest) is

\[
V_{tot} = V_{rf} - V_{bl}.
\]

Let \(V_{rf}^{max}\) be the rf voltage gain with the structure filled with the maximum input power, \(V_{bl}^{max}\) be the maximum (generally steady state) beam loading, and \(V_{tot}^{s.s.}\) be their difference. To minimize energy variation along a bunch train with a given current profile, we need to fix the total gain at this constant value. That is, we require

\[
V_{tot}(t) = V_{rf}(t) - V_{bl}(t) = V_{tot}^{s.s.}, \quad \text{or} \quad V_{rf}(t) = V_{tot}^{s.s.} + V_{bl}(t).
\]

If we recast our integral equation for \(V_{rf}(t)\) as a matrix equation,

\[
\tilde{V}_{rf} = \mathbf{M}\tilde{E}_{rf} = \tilde{V}_{bl} + V_{tot}^{s.s.},
\]

we can invert the matrix to solve for the desired rf amplitude profile,

\[
\tilde{E}_{rf} = \mathbf{M}^{-1} \left( \tilde{V}_{bl} + V_{tot}^{s.s.} \right).
\]

To obtain a matrix equation for \(V_{rf}(t)\), we proceed as follows. Begin with

\[
V_{rf}(t) = 2 \int_{0}^{\frac{L}{v_x(s)}} \frac{k_i(s)}{v_x(s)} E_{rf} \left( \frac{T_f - L}{c} + t - \tau_0(s) \right) e^{-\frac{1}{\alpha(s,t)}} ds.
\]

Define
\[ A(s) = 2 \sqrt{\frac{k_e(s)}{v_k(s)}} e^{\int_0^s \alpha(s) ds} \]

and rewrite the equation as a double integral with a delta function.

\[ V_{\sigma}(t) = \int_0^L \int_0^\infty A(s) E_{\sigma}(t') \delta\left(t - T_f + \frac{L}{c} - t + \tau_0(s)\right) dt' \, ds. \]

Reverse the order of integration, using the definition of \( \tau_0(s) \) and recasting the delta function in terms of \( s \).

\[ V_{\sigma}(t) = -c \int_t^{t+T_f-T_{Lc}} E_{\sigma}(t') \left[ A(s) \int_0^s \frac{ds'}{v_k(s')} - \left[ t' - T_f + \frac{L}{c} - t \right]\right] ds \, dt'. \]

The limits on \( t' \) follow from the limits on \( s \). Now, we must make the following change of variables:

\[ x = -c \tau_0(s) \quad \Rightarrow \quad \frac{dx}{ds} = 1 - \frac{c}{v_k(s)}, \]

\[ ds = \frac{dx}{1 - \frac{c}{v_k(s(x))}}. \]

and obtain

\[ V_{\sigma}(t) = -c \int_t^{t+T_f-T_{Lc}} E_{\sigma}(t') \int_0^{s(x)} \left[ A(s(x)) \delta\left(x - \left[ t' - T_f + \frac{L}{c} - t \right]\right) dx \right] dt'. \]

Finally, we have an equation that can be written, for a finite time step, preferably the bunch spacing, in matrix form. Let

\[ x(t,t') = L - cT_f - c(t - t'), \]

\[ M(t,t') = \frac{A(s(x(t,t')))}{v_k(s(x(t,t')))}, \]

\[ t_i = iAt, \quad i = 1, 2, \ldots, N \]
\[
M_{ij} = \begin{cases} 
M(t_i, t_j) \Delta t, & t_i \leq t_j < t_i + T_f - L/c \\
0, & \text{otherwise,}
\end{cases}
\]

\[E_{ij} = E_f(t_j), \quad \text{and} \quad V_{ij} = V_f(t_i).\]

Then
\[
V_{ij} = \sum M_{ij} E_{ij}, \quad \text{or} \quad \bar{V}_f = M \bar{E}_f.
\]

Note that \(M(t_i, t_j)\) is a function of \(t_i - t_j\), so that, in constructing the matrix \(M\), it is only necessary to calculate \((T_f - L/c) / \Delta t\) distinct elements. These fill the beginning of the first row and are displaced by one element in each successive row, as shown in Figure 2, until the last of the rf pulse reaches the end of the structure.

To avoid wasteful computation, it is also possible to compute and save for the beam loading calculation a matrix which depends only on the structure. Render the position and time integrations as discrete sums so that \(s_i = i \Delta s\) and \(\tau_j = j \Delta t\), with \(i = 1,2,\ldots L / \Delta s\) and \(j = 1,2,\ldots (T_f - L / c) / \Delta t\). Then define
\[
A_{ij} = \begin{cases} 
2 \sqrt{k_i(s_i) k_i(\sigma(s_i, \tau_j))} \frac{v_g(\sigma(s_i, \tau_j))}{v_g(s_i)} e^{-\int_{\sigma(s_i, \tau_j)}^{\sigma(\tau_j)} ds} \Delta \tau \Delta s, & \tau_j \leq \tau_0(s_i) \\
0, & \tau_j > \tau_0(s_i).
\end{cases}
\]

Now, for any given current profile, the double integral for \(V^\text{mb}_{bl}(t_k)\), where \(t_k = k \Delta t\), is evaluated by first multiplying by the matrix \(A\) a vector containing the discretized current values in reverse order from \(t_{k-1}\) to 0, followed by zeros, and then summing the elements of the resulting vector. The matrix multiplication effects the \(\tau\) integration and the summing the \(s\) integration. Figure 3 illustrates the population of \(A\) and the current vector \(\bar{I}_k\), showing the two possible limits in the \(\tau\) integration. For efficiency, only the non-zero part of each \(\bar{I}_k\) vector is actually multiplied by the appropriate subarray of \(A\).

\[
V^\text{mb}_{bl}(t_k) = \sum_{i=1}^{L} \sum_{j=1}^{k} A_{ij} \bar{I}_k = \sum_{i=1}^{L} \sum_{j=1}^{k} A_{ij} I(t_{k-j}).
\]

As an example, we consider a beam pulse with a 10ns, exponential rise time (10%-90%) and a peak current of 0.63 amps (the present NLC design current). For the 1.8m detuned structure, the beamloading follows the solid curve in Figure 4a. The desired rf profile for a steady state input power of 170MW (200MW times 85% efficiency) is shown by the solid curve in Figure 4b. In both plots, a dashed curve indicates the solution for a square current profile. A further example is shown in Figure 5. Here we take the more radically varying current profile shown in Figure 5a. For the same input power, the desired field profile is that shown in Figure 5b. The profile levels off \(T_f - L/c\) after the current levels off. Note that the solution for some current profiles will call for an rf modulation which shoots above the steady state level. Since one would not normally wish to operate with the steady state power lower than its maximum, this represents a limitation to this method of beam loading compensation.
We hope that this brief note will prove useful in refining the compensation of transient beam loading effects for long bunch trains in traveling-wave accelerators. It should be pointed out that one physical effect not accounted for in this theoretical treatment is rf dispersion in the disk-loaded structure.
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Figure 1. a) Ramped rf waveform input to an accelerator structure and b) conceptual input rf field profile along the structure at (1) beam injection, (2) an intermediate time, and (3) steady state.
Figure 2. RF acceleration matrix.

Figure 3. Beam loading matrix.
Figure 4. a) Beam loading vs. injection time and b) the compensating rf profile for square (dashed) and 10ns rise time (solid) 0.63A pulses in the NLCTA detuned structure.
Figure 5. a) A more arbitrary current profile and b) the corresponding rf profile solution for beam loading compensation in the NLCTA detuned structure.